Reclaiming the systems approach to paediatric safety

Ronny Cheung, 1 Damian Roland, 2,3 Peter Lachman 4

INTRODUCTION

Prior to the emergence of the patient safety movement as a distinct science, it was assumed that the safety of patients was an outcome of good professional acumen, and that if healthcare providers could individually perform well then their patients would remain safe at all times.

It is now 20 years since the publication of *To Err is Human*, the first major review of healthcare safety in the USA. In the UK, the publication *Organisation with a Memory* 7 in 2000 supported the view that patient safety required a wider system approach. Both documents reframed safety and error in healthcare as an organisational or system issue rather than one of individual error, whether of omission or of commission. Over the past 20 years, there has been major progress in the understanding of patient safety and the complexity of the systems involved in providing healthcare. In a recent review of the state of patient safety in 2018, Bates and Singh 8 conclude that ‘Highly effective interventions have since been developed and adopted for hospital-acquired infections and medication safety, although the impact of these interventions varies because of their inconsistent implementation and practice’.

Within paediatrics, the National Patient Safety Agency made the first attempt in the UK to detail the extent of healthcare-derived harm among children. 4 The problems identified remain a challenge—namely communication, deterioration, delayed or missed diagnosis, infections and medication harm. This is despite well-tested theories and interventions being available for many of these. In this paper, we explore the theories of patient safety and provide principles to tackle the challenge ahead.
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THE EVOLUTION OF PATIENT SAFETY THEORIES

The original approach to patient safety was essentially limited to risk management and review of adverse events. This included the introduction of root cause analysis and failure mode effects analysis, which aimed to understand the causation of harm. Measures of harm such as the Paediatric Global Trigger Tool were developed, 5 which provided greater insight into paediatric patient safety and allowed the development of interventions to address single patient issues such as prescribing, pressure ulcers and infection control. Interventions were effective but often slow and reactive, and learning often delayed.

The next leap in understanding came from human factors and ergonomics, which originated in engineering and aviation. Human factors acolytes consider safety as part of a complex system of interactions. While acknowledging the differences between the aircraft cockpits and the clinical environment, these theories postulate that improving safety requires a focus on the interactions between humans, and between humans and their working environment. Interventions such as Team STEPPS 6 or Systems Engineering Initiative for Patient Safety model focused on the team interaction and culture, and the interplay of the environment, tools and technology and the people involved (both patients and providers), as a means to achieve safe outcomes.

Building on these theories, the concept of reliability in healthcare was introduced from the study of ‘High Reliability Organisations (HRO)’ in diverse industries such as nuclear power, the military and air traffic control. 9 10 Although these organisations are in general highly complex, with many interdependencies and working to tight time pressures, safety remains core to their business. 11 Rather than reacting to events, they generate new safety solutions proactively. They incorporate human factors and ergonomics to design their processes and systems, to remain error-free. Healthcare’s adoption of high reliability principles—that is, aiming for minimal defects or scope for error through development of standardised tools, processes and interventions to prevent predictable adverse events—led to the introduction of care bundles and standardisation of care pathways, which have achieved considerable success, for example in the elimination of central line-associated bloodstream infections. 11 12

Initially, the development of discrete, proven safety interventions brought the promise of reliable improvement in safety that could be replicated everywhere, irrespective of setting, provided they were implemented consistently and predictably. But over time, it became clear that this was overly simplistic, and there has since been a move from focusing on individual responsibility, and towards an understanding of safety in the context of the complexity inherent in healthcare. A case in point is the introduction of interventions in adult intensive care across the UK to decrease central line infections, replicating the work of Pronovost et al 13 in Michigan. The programme failed because the concept of context and local environment had not been adequately addressed. It was assumed that the simple roll-out of an intervention proven to work in one setting would achieve the same outcome in another. Dixon-Woods et al 14 have highlighted that implementation of practice occurs through many routes, and simple translation of one intervention to a different clinical environment is unlikely to have identical effects.

Vincent and Amalberti 14 go further still in outlining the limitations of this linear, ‘process-defect’ approach in healthcare. They argued that healthcare is composed of many interconnected processes of varying complexity, and therefore the context in which clinical care is delivered should be the primary factor in determining the approach required. For instance, many highly predictable clinical care processes (eg, blood transfusions or radiotherapy) should have the goal of being a highly reliable service with clear operating systems, while others such as routine surgery may need to be even more adaptable, even as they continue to embrace the underlying principles of reliability theory. There is now an understanding that the achievement of safety requires a broader lens which encompasses both the clinical process and safety culture and environmental context. 15 16

John Launer 17 reflected on the pragmatic application of complexity theory thus: ‘...in a world where prediction can never be certain, are there nevertheless some general rules that can reduce...’
UNDERSTANDING SYSTEMS: THE EXAMPLE OF PEWS

The focus on Paediatric Early Warning Systems (PEWS)—structured tools which aggregate an individual patient’s risk of requiring urgent intervention to prevent morbidity or mortality (based on physiological observations such as heart rate, respiratory rate and blood pressure)—is based on evidence that patient lives can be saved by recognising (and reversing) early deterioration in hospital. As with many interventions in healthcare, there is often significant delay between the root causes of harm being identified (eg, delayed recognition of deterioration in hospital) and adequate interventions to address them being implemented. One reason for this is the tendency to view solutions as individual interventions and failing to understand that identifying deterioration is a complex and multifactorial exercise.

It is obviously tempting to implement a defined, focused and instantly audit-able intervention, rather than engaging with the complex, cultural factors within a healthcare system. But this approach ignores the critical factors that determine the performance of PEWS: communication, cultural hierarchy and organisational factors. Evaluation of a specific score without consideration of these system factors is therefore at best limited and at worst misleading.

The differing approaches to the design of PEWS also illustrate the requirement to apply design principles and ergonomics in safety science. There is evidence that score-based PEWS tools (where cumulative scores assigned to vital signs are used to identify thresholds for escalation of care) are subject to significantly greater errors in completion and interpretation than ‘Track and Trigger’ tools (where breaching thresholds for any individual vital signs leads to escalation, obviating the need for adding together numerical scores). This crucial interface between the tool and the humans who interact with it, particularly in highly stressful and busy ‘live’ clinical environments, is too often ignored in studies which simply evaluate the tools from an isolated statistical perspective, based on reviewing clinical notes retrospectively.

This was emphasised in the Evaluating processes of care and outcomes of children in hospital (EPOCH) study, the largest prospective trial of an early warning system in children, in which the ‘BedsidePEWS’ scoring system failed to demonstrate improvement in mortality in live use, despite being previously validated using retrospective clinical notes data. Increasingly there is a recognition that research into the efficacy of PEWS requires evaluation of the context within which any single score is used (including the way in which the tool is designed to allow for ergonomic and human factors), rather than simply the score itself.

There is also a more fundamental point to consider. PEWS appear to have inherent face validity, have been used for over 20 years and have spread rapidly. Despite this, it is not clear what direct role the scores themselves have had in this, given that inpatient mortality is decreasing across all healthcare systems in any case. The difficulty for an organisation is that, having introduced PEWS, it is tempting to believe that they have found a solution to the underlying problem. This may fuel the continued roll-out of PEWS with minimal sense-checking around the underlying causative factors and the underlying tenets of any adaptive change needed to implement improvement (box 2).

THE IMPORTANCE OF SAFETY CULTURE: SAFETY HUDDLES

As more technical interventions for patient safety were developed, the quest for transferability means the experience of PEWS has been mirrored elsewhere. As noted previously, a key component of any success is the understanding of the context and the culture of the organisation, clinical team and the individual.

Safety huddles amply demonstrate this principle. This safety tool exploits the concept of situational awareness, which acts on many levels and applies not only to the actions of individual staff with patients, but to the coordination of multiple hospitals by a senior management team. Safety huddles bring together multiple staff, of different specialty and grade, to assess risk and formulate plans for a given clinical area. Huddles have been demonstrated to have an impact on the outcomes of children but, like PEWS, risk being seen as an off-the-shelf solution that can be delivered in any setting. The evidence from the Situation Awareness for Everyone national programme of huddle implementation in paediatric departments in the UK is clear: while a huddle may allow information to be exchanged in flattened hierarchical fashion, this will only be effective if the organisation genuinely espouses the underlying principles. It would be perfectly possible, for instance, to undertake huddles which were no different from the more traditional ‘command-and-control’ model,
with one individual dictating the flow of conversation. The effectiveness of handovers, and that of other safety initiatives (such as focused handover tools, eg, Situation/Background/Assessment/Background (SBAR)), is entirely dependent on the personnel involved understanding the underlying principle and rationale for use, rather than simply enforced on a reluctant workforce in the form of yet another change endeavour.

**Safety tools in context**

Network learning has demonstrated that organisations can improve their safety culture by working together and by learning from each other at scale.38 The key insight is that it is not only the technical tools that are important, but rather the beliefs and attitudes of the clinical teams. Indeed, even the most perfect technical safety tool will fail if poorly applied, in an unreceptive environment. Safety science should keep focused on examining the factors that contribute to a high-performing system in the round (complex and ‘dirty’ though that may be) rather than concentrating too narrowly on individual tools, which might seem easier to evaluate but with much less meaningful results if done in isolation.

We would rightly be accused of poor medicine if we initiated antihypertensive therapies (such as diet, exercise or medication) for our patients without exploring therapies (such as diet, exercise or medication if we initiated antihypertensive results if done in isolation.

To evaluate but with much less meaningful rather than concentrating too narrowly on these treatments.39
directly observed therapy which was the regimen, leading to the introduction of critical to the success of the treatment of human memory and routines) were involved understanding the underlying principle and rationale for use. Nor, as clinicians and scientists, are we naive enough to believe that we can extrapolate drug trial outcomes to clinical outcomes without viewing them through the lens of individual patient characteristics. In clinical practice, the treatment of tuberculosis with multiple antibiotic therapy, while proven to be biologically efficacious in clinical trials, did not always work as intended, with negative consequences for individual patients and more drastic ones for the wider population through the development of drug resistance. Of course, there could be no therapy at all without effective drugs. But human and behavioural factors (such as family support, social stigma, or the limits of human memory and routines) were critical to the success of the treatment regimen, leading to the introduction of directly observed therapy which was the key to unlocking the theoretical benefit of these treatments.39

**CONCLUSION**

Evaluating PEWS, huddles, electronic prescribing or other tools in isolation (or worse still, simply by running historical databases to test statistical significance of individual tools in vitro) rather than as part of a greater system manned by human beings, subject to cultural and behavioural influences, risks falling into the same trap as those initial pioneers in tuberculosis. Just as we have all moved from an organ-specific or treatment-specific model of patient care towards a holistic, multidisciplinary model for treating our patients, so must we move back towards understanding safety as a complex inter-connected whole, rooted in the culture and environment in which the tools act. Future evaluations of safety interventions must take into account wider human and system factors which inevitably affect their performance in real life.

Paediatricians as clinicians must also take a lead in improving the safety of the care they deliver on a systems basis. This means measuring harm and adverse events in real time, studying processes in their clinical team or microsystem using a human factors approach, and actively fostering a culture of safety. Much progress has been achieved over the past 20 years. Embracing the understanding of systems rather than a linear model of safety and improvement, allied with the potential of health informatics and technology,40 will be critical if we are to move paediatric safety to the next level.
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